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The past 10 years have seen a dramatic rise in digitization efforts in libraries. A survey 

conducted as far back as 2010 found that 72% of special collections at research libraries have 

digitization programs, with 47% participating in large-scale digitization projects (Chassanoff 

459). Despite this widespread interest, digitization is no small task; it requires considerable time 

and labor—and thus, financial resources—as skilled work is involved at nearly each stage. This 

includes building and maintaining the technical infrastructure, carefully scanning (often fragile) 

materials to a high standard, and applying descriptive metadata to make resources discoverable.  

Unfortunately, institutions are failing to realize the full potential of these investments, 

chiefly due to the interface design of digital collections, which usually feature keyword search as 

the primary discovery model. Keyword search is reliant on both the user’s ability to know from 

the outset how to describe their query as well as materials’ content or metadata perfectly 

matching said query. However, materials in digital collections do not easily fit this model. 

Images do not have textual content, so a keyword search for an image is wholly reliant on its 

descriptive metadata. And even text-based materials fail on this front, due to the limitations of 

the optical character recognition (OCR) technologies that enable keyword searching. 

This paper will explore keyword search in digital collections, with an emphasis on text-

heavy collections, since they especially give the false impression of effective keyword searching. 

While OCR technologies have been in development since the 1950s and have been commercially 

available for twenty years, OCR can be ineffective depending on the material it is reading 

(Srihari et al. 1331). Accuracy ratings can dip under 60% depending on the clarity of the image, 

the size of the font, the language of the text, and if the text is handwritten (Smith and Cordell 5). 

And without accurate OCR output, a keyword search will be unable to retrieve relevant 

materials. Further, sometimes an entire digital collection is OCR’d (at different accuracy rates by 
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item), and sometimes only certain items are OCR’d—which is all to say that there are 

inconsistencies in the technology itself as well as its application across a collection.  

Currently, there is no clear understanding from the user’s perspective of what OCR 

technology is, how inconsistently it is applied across collections, and how that could affect their 

search results. This issue is exacerbated by the prominence of keyword search in digital 

collections, which recalls the ubiquitous Google interface. But keyword search in a digital 

collection is a far cry from a Google search—Google itself has not relied on keyword search 

alone to retrieve results for years (Baker). This false association leads users to be overly 

confident in the ability of keyword search to retrieve accurate results within a digital collection. 

This paper will explore how the prominence of keyword search within digital collections 

combined with the limitations of OCR have failed users. This paper will include a survey of the 

current OCR landscape, including its capabilities and limitations. It will also identify issues that 

should be directly communicated to users in order to increase information literacy. And finally, 

this paper will explore alternatives to keyword search in digital collections, with the ultimate 

goal of making digital collections more navigable and useful. 

 

Current State of OCR Technology 

OCR technology converts numerals, letters, and symbols into a machine-readable format 

by using an algorithm comprised of two elements: a feature extractor and a classifier. The feature 

extractor derives the features that a character possesses, while the classifier determines a 

character’s identity by comparing it against templates of other characters (Srihari et al. 1327-28).  

While this process can work well for born-digital materials or typewritten materials that 

are cleanly formatted, the algorithm is less effective with materials outside this mold—which 
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includes many of the historical materials featured in digital collections. Historical newspapers, 

for example, have especially low OCR accuracy on account of their complex layouts and original 

fonts (Chiron et al. 2). Studies have shown that errors in nineteenth-century newspapers can 

exceed 40%, with nearly half of the text not correctly read by OCR (Smith and Cordell 5). These 

problems increase with text in graphical elements; for example, OCR often struggles to 

recognize texts within maps (Smith and Cordell 12). Poor digitization, too, can lead to inferior 

OCR results, including materials digitized with earlier digital imaging equipment, materials 

digitized to outdated standards, and materials with substandard source media like microfilm, 

which is a common source for digitized newspapers (Smith and Cordell 12). 

Perhaps more troubling is OCR’s Western bias. While the Roman alphabet is well studied 

by OCR companies, other scripts like Kannada, used in India, receive little attention (Srihari et 

al. 1329). This bias is especially felt with Indigenous languages, which are not used as frequently 

to train OCR algorithms as they often have smaller datasets (Mager et al. 11). Even in languages 

like French and English, with corpora of 12 million OCR’d characters, 50% of errors were terms 

that were not in dictionaries, such as proper nouns or slang (Chiron et al. 3). These biases for 

Western languages and standardized words present a real challenge for institutions seeking to 

provide equitable access to materials, as it creates research environments that better facilitate 

exploration of materials from Western cultures. 

Current efforts to redress these issues, while ongoing, are not tenable for most libraries, 

and in many ways are out of their control. Comprehensive reform would require investment from 

stakeholders in natural language processing, machine learning, software companies, standards 

committees, and libraries—essentially, consensus and commitment across industries and 
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institutions, which would take time and may never fully happen (Smith and Cordell 6-8). Digital 

collections cannot wait for this perfect world, and need to address gaps in OCR now. 

Other approaches to improving OCR output include altering images, such as increasing 

the contrast to improve OCR legibility. Such measures only go so far, though, depending on the 

source material. Some scholars have built statistical models to improve OCR (Wang and Liu 16). 

Such work, however, requires staff with significant statistical expertise, and still does not 

guarantee complete accuracy. More likely for most institutions is to outsource OCR corrections. 

Doing this at scale, however, is extremely resource-intensive. The Australian Newspaper 

Digitisation Program, for example, attempted this through a two-pronged effort. First, they paid 

editing services to manually correct titles, subtitles, and the first four lines of each article for over 

21 million newspaper pages. Then, they crowdsourced corrections to over 100 million lines of 

text (Smith and Cordell 10). Despite these efforts, the majority of their text remains uncorrected. 

 

Current State of Discovery in Digital Collections 

 These problems with OCR technologies are compounded by the chief mode of discovery 

in digital collections—keyword search (Stack). Keyword search dominates user interfaces of 

digital collections (see Appendix A for examples), which is problematic because the search bar 

recalls one of the most ubiquitous information discovery platforms, Google. As such the user 

impulse to use a search bar is understandable, as Google is, for many, familiar and comfortable; 

indeed, a survey found that 97.4% of university students use Google every day (Fear 33). While 

a search bar in a digital collection may look like Google, it functions very differently. Google’s 

algorithm is complex, with results dependent on not just on-page content, but also off-page 

factors, such as the number and quality of external links pointing to a website, paid ads, and 
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search history (Baker). These all work to retrieve highly personalized and developed results. 

That is a far cry from simple keyword matching, which is what digital collections use. Users 

accustomed to Google’s level of accuracy may not question a keyword search, or have the 

framework to understand how search within different contexts work. As such, if a user does not 

understand OCR’s limitations, they could incorrectly assume a keyword search is exhaustive. 

Aside from the issues with OCR, keyword search generally has issues that interfere with 

a user’s ability to successfully retrieve relevant resources. While successful at answering targeted 

questions with straightforward answers, keyword search struggles to support information-seeking 

with complex or speculative questions (Bates). Especially within the context of a digital 

collection, in which items are limited and catalogued in a specific way, it can be difficult to 

answer multiplex questions that may involve numerous keywords and interrelated topics without 

knowing the backend of how the material was catalogued (Stack). 

 Additionally, keyword searches discourage browsing, which can be a generative 

information-seeking technique. Browsing can be useful to users who are not subject-matter 

experts, as keyword search is necessarily a “command experience,” wherein users are compelled 

to provide a keyword in order to begin the experience (Bates). If the results are not quite right, 

there is no clue or context for improving the search—as ever, the next keyword is entirely reliant 

on user input. This runs counter to how people naturally think, as psychology shows that 

recognition is easier than recall (Fedoroff and Chandler). That is, people are more likely to be 

able to identify their desired keyword from a selection of options as opposed to knowing the 

exact term from the start. Browsing fosters this more intuitive information-seeking behavior 

(Fedoroff and Chandler). Further, sometimes browsing is a user’s explicit information-seeking 
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aim. For example, a survey of Dutch museum websites found that while 29% of visitors were 

seeking specific information, nearly just as many, 21%, visited to casually browse (Whitelaw 5).  

Keyword search, then has problems very specific to OCR, misleading users into thinking 

they are doing exhaustive, Google searches. It also is a subpar tool for the types of complex 

research questions that users would likely have when using a digital collection for research. 

 

Proposed Solution 

 The limitations of OCR within digital collections can be addressed through better 

transparency and better design, both of which will foster information literacy. User experience 

design is often described as being akin to infrastructure—it works best when the user does not 

even notice it (Halarewich). While this is certainly true in that it creates a natural, intuitive 

experience, such an approach does not encourage a user to think of a resource as a constructed 

entity. Without this awareness, a user is less likely to challenge something for its bias, or to think 

critically about its construction and how to navigate it. Ideally, a resource should be intuitive and 

navigable as well as invite the user to think about what information is and how it is produced. 

Transparency 

The most straightforward and cost-effective approach to addressing the limitations of 

OCR within digital collections is transparency. Digital collections should communicate better 

with their users about the composition of their collection and the mechanics of searching it. 

While this would in a sense “reveal the infrastructure,” it is necessary information for crafting 

meaningful keyword searches. This means clearly identifying which collections were OCR’d, 

and at what level of accuracy. Providing this information enables users to be more persistent and 

strategic with keyword searches.  
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The National Archives and Records Administration published a press release for their 

introduction of OCR into the catalog that acknowledged OCR’s shortcomings, clarifying which 

files were OCR’d and stating that they found “human-entered transcriptions to be more accurate 

than OCR” (“New Search Feature”). While this is a step in the right direction, it should be taken 

much further to make a true impact. This information should be within the catalog or object 

entries themselves, not tucked away in a press release, in order to actually reach users. Further, 

specific accuracy ratings should be provided, so users can make informed decisions about the 

collection they are reviewing. For especially text-heavy collections, in which keyword search 

might be primary means of entry, items and collections could even have badges with the OCR 

accuracy level, to readily communicate with the user (see example wireframes in Appendix B).  

Metadata  

Another area for addressing the limitations of OCR and keyword search is through 

metadata and faceted search. Faceted search allows a user to see the skeleton of how a collection 

was cataloged, and use filters to retrieve targeted results. Focusing attention here, over keyword 

search, would encourage users to explore collections in a more direct, “in the weeds” manner.  

While most digital collections already have this, more effort could be concentrated here 

to make much-needed improvements. The California Digital Newspaper Collection (CDNC), for 

example, has 184 subject categories that inexplicably begin with the letter “X” (“Browse Tags”). 

Of these subjects, many only have one corresponding resource, which is inefficient for browsing. 

Further, many of the subjects include places and dates (“Browse Tags”). This is unnecessary 

clutter as the collection already has both location and date facets. CDNC is not alone with 

metadata practices that do not maximize search: UCLA Digital Collections does not reliably use 

controlled vocabularies, including both “Pasadena (Calif.)” and “California--Pasadena,” for 
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example (“UCLA Library Digital Collections”); Europeana does not offer a date facet while 

Calisphere does not offer a subject facet (“Search”; “Search Results”); and Library of Congress 

does not consistently classify within facets, with prints, for example, listed in both subject and 

format facets (“Digital Collections”). 

A potential drawback of building out metadata is that the complexity of a faceted search 

might discourage use. Indeed, a study on student perceptions of search tool usability found that a 

web-like experience is more familiar than hierarchical faceted searching (Cordes 23). Given this, 

it would be important to understand the users of the collection, and create straightforward yet 

attractive facets that would encourage use. For example, a newspaper collection could include 

facets relevant to news, like date and location; by contrast, an art museum’s collection could 

include facets art historians may find helpful, like material and technique.  

Another consideration to evaluate when building out metadata is that metadata, by its 

nature, forces categorizing, and all of the problems intrinsic to classification. Issues of ethics 

within classification have garnered attention in recent years. Important scholarship includes 

Jonathan Furner’s work on evaluating classification schemes through critical race theory, Emily 

Drabinski’s engagement with queer theory and the catalog, and Marisa Elena Duarte and 

Miranda Belarde-Lewis’ scholarship on decolonizing classification through Indigenous 

knowledge organization. All informational professionals should be aware of these issues and 

their impact on the community, and work as inclusively as possible when cataloging. 

Finally, investing in metadata is a more costly approach, requiring expert labor and in 

many cases remediation on work already completed. Depending on an institution’s resources, it 

may be necessary to prioritize certain facets that would most benefit search within the collection. 

Automating metadata when possible will also go far in cost-effectively describing resources. 
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Generous Design 

 An even more ambitious approach to addressing the deficiencies of OCR and keyword 

search is to design generous interfaces. Keyword search provides a blank slate that demands the 

user input a search term; by contrast, generous interfaces are rich with information, encouraging 

browsing and illustrating connections between materials (Whitelaw 46). Generous interfaces 

include depicting the collection as mosaic tiles, to facilitate browsing and communicate the scale 

of the collection; arranging materials by color to foster serendipitous discovery and browsing; 

and using maps or timelines to show where materials cluster and where gaps might be (Stack) 

(see Appendix C for examples). Seeing gaps in the collection could be instructive to users as to 

where they should put their effort in searching, replicating the experience of shelf browsing in a 

physical library by visually displaying the coverage of the collection (Bates; Chassanoff 463). A 

simple, but generous, addition to keyword search could be to offer a cluster of related terms to 

users once they enter in a keyword (Fedoroff and Chandler). Such approaches are more 

immersive than keyword search, offering diverse paths of entry. 

 It is important to note that generous interfaces require ample metadata and financial 

resources to build out. Some institutions have experimented with this—The Queenslander is a 

notable example, making their newspaper collection browsable by year, subject, and color 

(Whitelaw 38). However, many institutions may find this approach cost-prohibitive. Further, the 

technical infrastructure supporting generous interfaces can be more complex, as it can require 

back-end development and integration of application program interfaces (APIs). This added 

technical complexity requires more time and labor to both build and maintain, and may be too 

resource-intensive for some institutions. 
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Conclusion 

 Currently, there is a discrepancy between the prodigious amount of digitized materials 

and a user’s ability to actually make sense of it and use it. Within this abundance of digitized 

material, the chief mechanism for discovery is a tiny funnel—the keyword search—that is unable 

to deliver rich or reliable results, in large part due to the limitations of OCR. This paper has 

focused on OCR and text-heavy materials, as there is less literature on this issue and search. 

However, there are obvious implications here for images as well, which especially suffer in 

keyword searches as they do not even have text that could be OCR’d—accurately or not.  

 Looking to the future, is artificial intelligence the answer? Currently, the algorithms are 

nowhere near where they need to be to deliver reliably accurate OCR across languages, fonts, 

and handwriting, nor are they able to consistently identify photos by subject keywords to 

automatically generate descriptive metadata. Materials in digital collections are often too 

idiosyncratic to train algorithms to this level of accuracy. Even as algorithms improve, artificial 

intelligence technologies will require substantial human intervention and oversight. 

Libraries can, however, take steps to address these issues now, and make materials in 

digital collections more discoverable and thus widely used. The most cost-effective measure 

would be to simply inform users of these limitations, and make them active agents in their 

search. More costly approaches would be to build out metadata for better faceted searches, or to 

design generous interfaces that offer multiple, generative avenues into the collection. In all of 

these solutions, information professionals need to be well trained in the limitations of OCR and 

keyword search, so that they not only build better digital collections, but they are also better able 

to answer queries, supporting users in both the front end and the back end. With such measures 

in place, institutions can begin to realize the incredible potential of their digitization investments.  
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Appendix A: Digital Collections Interfaces 

 

The homepages of digital collections often prominently feature keyword searches. Below are 

screen captures, all taken on February 22, 2020, that reflect the dominance of keyword search.  

 

 

 
Calisphere (https://calisphere.org/) 

 

 

 
UCLA Library Digital Collections (https://digital.library.ucla.edu) 

 

https://calisphere.org/
https://digital.library.ucla.edu/
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Europeana (https://www.europeana.eu/portal/en/) 

 

 

 
California Digital Newspaper Collection (https://cdnc.ucr.edu/) 

 

 

 

 

 

 

 

 

 

https://www.europeana.eu/portal/en/
https://cdnc.ucr.edu/
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Library of Congress Digital Collections (https://www.loc.gov/collections/) 

 

  

https://www.loc.gov/collections/
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Appendix B: OCR Badge Wireframes 

 

Below are wireframes of how OCR confidence ratings could be communicated to users, at the 

collection- and the item-level. 

 

Collection-level wireframe with OCR badge 

  
 

 

  



Lake 21 

Item-level wireframe with OCR badge 
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Appendix C: Generous Interface Designs 

 

Generous interface designs work to show scale of collection and promote browsability. The 

following examples are described in Mitchell Whitelaw’s article “Generous Interfaces for Digital 

Cultural Collections.” The screen captures were taken on February 22, 2020. 

 

Interface that communicates the scope of holdings by decade 

 
Manly Local Studies Image Library (http://mtchl.net/manlyimages/explore.html#decade)  

 

 

 

 

 

 

 

 

 

 

 

 

http://mtchl.net/manlyimages/explore.html#decade
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Interface that allows browsing by subject, name, color, and date 

 
 

 

The Queenslander (https://www.slq.qld.gov.au/discover/exhibitions/past-exhibitions/discover-

queenslander#/grid) 

 

 

 

 

 

 

 

 

https://www.slq.qld.gov.au/discover/exhibitions/past-exhibitions/discover-queenslander#/grid
https://www.slq.qld.gov.au/discover/exhibitions/past-exhibitions/discover-queenslander#/grid
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Interface with mosaic tiles to facilitate scanning and browsing 

 

 
Rijksmuseum (https://www.rijksmuseum.nl/en/rijksstudio) 

 

 

https://www.rijksmuseum.nl/en/rijksstudio

